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Wanted: Discrete time equivalent of the
Laplace Transtorm

Why?

* a way to solve difference equations

* a way to do frequency domain analysis and
design of discrete time systems

Solution: The Z Transform



The Z Transtorm

Definition: For a discrete time sequence

x[k]= ....x[-2], X[-11,x[01.x[ 1],x[2].....

A

the Z Transform of x/k/ 1s defined to be

X(z)= ix[k]zk

k=—w0

where 1t 1s assumed that values of z exist such that the
summation converges. Here z takes values in the Complex Plane.
The values of z where the sum exists are the Region of
Convergence (ROC).
If no such values of z exist, then X(z) does not exist — that 1s,
the signal x/k/ does not have a Z-transform.



Recall the Laplace Transform:

F(s)= E f(t)e ™ di

The z-transform is the discrete time counterpart of the

Laplace Transform:
an

F(z)= ), fln]z™

n=—am

s and z take values in the complex plane
t and n are time variables

Infinite integral replaced by infinite sum
estreplaced by z™"



The Z Transform

v e

X(z)= ) x[k]z"

fr=—n

Used in Digital Control, Digital System Analysis, and to
solve Linear, Constant Coefficient Difference Equations
---(like Laplace used to solve linear, constant coefficient

Differential equations)
—transformed equations are algebraic



Definitions of z Transforms

For signal /1/n], — _
H(z)= )Y h[nlz™" __So5e

—— .
integer

n=—ao0
values

. . . ?_ - 11 F,
1s the bilateral (2-s1ded) z-transform. For example, hjn] could be

the impulse response
sequence of a system

The bilateral Z-transtorm will work for all signals (one-
sided, two sided, finite length, etc).

For Laplace Transforms we considered values of s where
the infinite integral converges; here we consider values of z
where the infinite sum converges (the "region of
convergence")



Aside: You can relate the z-transform and Laplace transform directly when vou are
dealing with sampled signals:

Take a CT signal fi(f) and sample it:

[ =10 8(t-nT)=3 f(nT)5(t-nT)

n=—x

Sampling = multiplying by an infinite series of time-
shifted impulses, and then summing



Take a CT signal f(f) and sample it:

o

f,()=f(t)D S(t—nT)= > f(nT)S(t—nT)

n==u ==X

The Laplace transform of the sampled signal 1s

LI f.(D)]= J: [ i j'(frT)cS‘{r—;-:T)]f'”dr = i ED f(nT)S(t—nT)e ™" dt

n=-% n=-

= i_f'(nT)I: S(t—nT)e™dt = i _}"{nT}e"’”T

n=—x

by the sifting property.

F(z)= ) fln]z™

Let f[n]= f(nT) and z =¢"", then

z = N 1 »—5In
Thus the z-transform with z=esT | |© (Dleeer ﬂ; /Inle
Is the same as the Laplace .
transform of a sampled signal! = Z f(nT et

=L[f,(1)]




Unilateral (one-sided) Z Transtorm

We can also define a unilateral z-transform (one-sided) by

For causal impulse
response sequence

H(z) = i hln|z™

Sum goes over /
all non-negative
integer values



One-sided Z Transform
» Key property—will be usetul later, when
considering mitial conditions of difference
equations:

o0

Z(x[k+1D) = > x[n+1]z""

n=~0

= (i x[n]z ") - x[0]z

o0

= zz x[n]z™" = x[0]z

n=~0

= zX (z)— zx [0 ]




Region of convergence (for
bilateral Z Transform)

if you don’t know the ROC, you

can’t determine x[k)] uniquely from
X(z)

You must specify the ROC for the
bilateral Z transform to uniquely
determine the corresponding time
domain function



From the Definition of the Z transform, we can write the Z
transform of signal x[n] as

X(2) =---+x[-2]2* + x[-1]z + x[0]+ x[1]z™" + x[2]z % +---

|

This sum extends out to infinity in both directions
if signal x[n] does



Some Definitions

» x[n] 1s nght-sided 1t x[n]=0,n < n,

® x[n] 1s left-sided 1f x[n]=0,n > n,



Region of convergence (for bilateral
/. Transform)

The right-sided discrete time signal

x,[n]=a u[n]

Here |al<1, a real-valued

has Z-transform A
X, (2)=
Z—ifd

All of plane
with region of convergence |z| > |a outside a circle
of rad1us |a|



Region of convergence (for bilateral
/. Transform)

Next consider the /eff-sided discrete time signal

X |0 | ==a g|—n—1]

al<l, a real-valued

16)= - BV - TEN =x

i o
T"-'-“ / l--'

\
X
4

- % (21 O



There will be a left-sided and a right-
sided time function that have the
same z-transform, except for the
region of convergence

You must specify the ROC for the bilateral Z
transform to uniquely determine the
corresponding time domain function



We’ve just seen that right-sided signals have an ROC of the form

1Z] > Finax

X(2)= 3 afnlz”

M=y

X(z)= i ;{n](l_r]’

For right-sided x[n]

As n— o, need (1/z)" — 0 for sum to converge.

Happens for z OUTSIDE the poles |z |> 1, -



Left-sided signals have an ROC of the form

Izl < rmin

"
For left-sided x[n] X(Z)= Z an]z™

As n——oc,need (12 -0 or 27 =0

Happens for z INSIDE the poles (rather than outside)



What about z=o0 ?

It x[n] 1s not causal but 1s still right-sided, e.g. x[n]=wu[n +1], then

@

X(z)=) z"=z+) z"

n=-—1 n=0

will not converge at z =<0, and we won’t include it in the ROC.

Thus we can tell if a system 1s causal from the ROC of the Z-
transform of its impulse response

| z|>r = CAUSAL

w > z|>r = right—sided but not causal

max



What about convergence at z=0?

If x[n] 1s left-sided but has values a some times >0 then we
generally can't include 0 1in the ROC

For example, for x[n]=u[-n+1]

o0

X(z)= ZI:Z” =z~ +Zz”

N=—0o0 n=0

does not converge at z=0. So don't include 0 1n the ROC.



2-sided signals have ROC of the form

la| <|z| <|b|] (a "washer" or "donut")

Finite duration signals have the whole plane as
the ROC, except possibly excluding z=0 or o

S[n-11e 27|z 0

S[n+l]e z,|z|<x



Ex: Find the z Transform of x[n] — a|ﬁ‘ where |a]| <1

".l"\‘}
\al
,L x (A= a™
- a
‘n,-‘ T -, AN w220
i ? 1 I | Tf"" ) lﬂ\ %uﬂj “I’-"-D
"‘"j =r ™ 0O | - B " |
Find its ROC

, EU Q. i
N Za Ty M s a2
n=o

= -8
oo o -\ _ AL I
% Q})ﬂ' Z@T ) = 4’ ‘F‘?_,"
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ROC is intersection of that for each of lax V& \ la‘t-'”\ < |
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Ex. Find the z-Transform of x{a]=3"u[-n-1]+4"u[-n-1].

— -+ —

e e e |

-3 -4




Ex. Find the z-transform of ;o[n—1]+35[n+1].
What 1s its ROC?

A finite length signal

Z ["i §La-17)x 35(4*4_)) ?_fﬂ\
ne—-m

= 22 & D
So O ¢l | & e

is the ROC—the entire plane except the origin



Ex. Find the z-transform of A[n]=(.5)"u[n 1]+ 3" u[-n-1].
Would the system represented by this impulse response be BIBO stable?

(). S - =

r-3

_ ) Slﬁd - 2 ‘H“HH
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Ex. Find the z-transform of x{#]=#" sin(bn)u[n] using inverse Euler’s formula.
. " _}'Bn' _';bhs u(—l\a
Y- [ kg ( £ “ )S

h__,,.-., N ) RV L
(or- 2o @) - LA )

a=0
Y 1 = et q*T:T
= ey l_ﬁ'ﬂ?r" ) {‘Q .
-\
Jet o ) Ak \;l
=\ >
|x \ ‘?lf‘\
After a lot of algebra....
'(- += St \O

(21>
-tl_zfcu.;h% "‘_{1 J ¢ r




Transfer Function
For system impulse response (or other signal) /1/n/, 1t's z-
Transtorm 1s often called 1ts Transfer Function, H(z).
Consider H(z) = N(z)/D(z) = Numerator/Denominator.

The values of z that make D(z)= 0 are the system poles.

The values of z that make N(z) = 0 are the system

Characteristic

Note: these are values of z — not values of z'! equation



Properties of Z Transforms
Linearity

£
ax|n|+byvln]e—aX(z)+bY(z)

where the new ROC R — R R_}_,.

That 1s, the operation of "taking the Z transform" 1s linear



Properties of Z Transforms

Time Shift (delay or advance)

Z
x[n—ny]J«—z7X(z)

where the new ROC is the same as R_ with the possible addition or deletion of the origin or
infinity.

é :((.'-t*hj 1:-“ M il

e - R - ,p..) - - o A T
o lt‘g'}q cEY - F ™y ZXC-Q:]? - 2 )((l:)

Delay of d means the Z
transform is multiplied

by —d




Convolution

Z
vinl=x|n]*hin|l«<—X(z)H(z)

Convolution in time domain II- multiplication in Z domain

where the new ROC R D R N R, .

The intersection of the separate
sighal ROCs
Is contained in the ROC of Y(2)




Proof of Convolution Property

il =xinl*hnle— 3" 13 2k Hn—k])z™

Ne—D k=—m

Switching the order of the summations

=

Mnl= Y K1Y Hin—kl="

——x

Now, let m =(n—k) and we get:

nl= Y kLS Himlz 9]
- I —

-k —m
ROC of Y(2) is the intersection kg ek m—Z—m mlz
of ROCs of X and H, except if = X(2)H(2)
pole cancels zero (then it can
be bigger)

R, 2R NR,.




EX.

W) X() =



Initial Value Theorem (for unilateral transforms)

If x{n]=x[n]u[n], 1.e., x[n]=0 for n<0, then .r[ﬂ] — lim X(2)

Z—=0C

To see this fin X (2) = lim ['Z z[n)z™"] = 0]
00 e e

, T ~Ti Lo
All terms with »>0 become zero as < — l/'h —0as 2 - . except the first one which is always x[0].



Final Value Theorem

lim f [n]=lim(1-Z " )F(2)

/-1

o0

> f(njz -3 f(n-1)z”

n=0



Z

Ex. Find the initial and final values of f[n] where F(z)=

z—.b

F(%)- £

=-.6

_:Eilr:";up Value Tlm‘] ( far ﬁn"-‘-‘-n r"‘O)

C'):: jnn Ffi), & -
¢ Do B /"

:

Final Value = 0



Additional Properties of the z-Transform

Time Scaling Given

fInles F(2),

show that
ni|* i
— | F
r|a|oFet
for k a positive integer. This property can be seen by doing a change of variables (let

m=£}

k



Scaling Time Domain

’F E%‘:/) — Q(’%’ﬂ)

Here ais a
positive integer

i"g (22

ne- o

R 0= ry ¥
 cde = 27 6y
= i \ L~ -0c8
A==



Scaling Z Domain

o Here ais a
" [ )( (‘1 real number
0. *;L(-V“)

SR e 2k (>
T oY (3)



Properties of Z Transforms--Stability

As we saw earlier, a pole at a corresponds to a response
of the form a*u[k] (for a right-sided signal)

So if |a| > 1, this value will grow large as & increases
And 1f |a| <1 then 1t will go to zero as k increases.

Stable poles have magnitudes less than 1



» Poles and zeroes must come in complex conjugate pairs for the signal to be real

* Poles off the positive real axis correspond to an oscillating signal where the frequency

of oscillation is the the angle from the positive real axis. (Poles on the negative real
axis have an angle of r, so the frequency of oscillation is 7, as in (-1)".)

®»  When the poles are ...

» on the unit circle = sinusoidal functions with constant amplitude
» not on the unit circle = sinusoidal functions with a decaying (or growing)

envelope (rate of decay/growth depends on the distance from the pole to the
origin).




For bounded input, bounded output (BIBO) stability of a
causal linear time mvariant (LTI) discrete time systems, all
poles of the transter function H(z) (that 1s, all roots of the
characteristic equation) must lie within the unit circle in the z
plane.

Because causal systems have Regions of
Convergence that lie outside of the largest
magnitude pole, an equivalent condition for
BIBO stability is that the ROC must contain the
unit circle




Ex. Find the z-transform of x[n]=(9)"u[n] Would an LTI system with x[n] as its
system function be BIBO stable?

{ 20

€3

=

-




Invertibility
h[n]=h[n]=6[n]= H(z)H,(z) =1

where hf[n](i}H .(z) 1s the inverse of. h[rr]{; H(z).

Ex. Find the inverse system /A.[n] of h[n]=a"u[n].
Check your results by taking the convolution of A[n] with ki [n].

H(z) = Ta H(): B3 [-av-

L\:..Ch:) - SCH)'_ & SC“""#_)




Ex. Find the inverse system of A[n] where
z—a

z—b

H(z)=

For BIBO stability of both systems (assuming they are both causal), where must all poles
and zeros of H(z) lLe?

Hi(z)> 2% . X - L
r-a E o 2 —a

. — Hu‘.—nj - bﬁh"mc“'lj
\/\L [Iﬂ’) - A

Need all poles and zeros inside of the unit circle



Unilateral (one-sided) Z Transform

We can also define a unilateral z-transtorm (one-sided) by

For causal impulse
response sequence

H(z) = i hn|z™"

By definition,the unilaeral transform of any signal x/n/ = x/nju[n]
1s equal to 1its bilateral transform.

When x/n] # x/nju/n] the two transforms are different.



Time Advance

Z(x|k+1])= Zl n+1jz

=AY xmlz

m=0

n=0

= ZZ x|m|z™"

m=1

=zX(z)—2zx[ 0]

m=n-+1




Time Delay

Z{k=1)=> x[n-1]z" = z7 > x[m]z

oo

=z'[> a[m]

m=0

oo

n=0

—in

z +zZX

o
—m

m=—1

[—-1]]=z7'X(2) + A[-1]

m=n-1




Time Delay

Z(x[k—Q])=i x[n—2]z Zix [m]z™"
=Y ]z "+ -1+ 24 2]) =
=z X(2)+ z 'x[-1]+x[-2]

m=n-2



Time Delay

In general,

k-1

Z(xk—k,)=z"X(z)+> z"x[p—k,]

p=0

Can use this formula to handle initial conditions



