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Stability Guaranteed Control: Time
Domain Passivity Approach

Jee-Hwan Ryu, Member, IEEE, Dong-Soo Kwon, Member, IEEE, and Blake Hannaford, Senior Member, IEEE

Abstract—A general framework for expanding the time-domain
passivity control approach [12], [24] to large classes of control sys-
tems is proposed. We show that large classes of control systems can
be described from a network point of view. Based on the network
presentation, the large classes of control systems are analyzed in a
unified framework. In this unified network model, we define “vir-
tual input energy,” which is a virtual source of energy for control,
and “real output energy” that is physically transferred to a plant
to allow the concept of passivity to be used to study the stability
of large classes of control systems. For guaranteeing the stability
condition, the time-domain passivity controller for two-port [24]
is applied. Design procedure is demonstrated for a motion control
system. The developed method is tested with numerical simulation
in the regulation of a single link flexible manipulator. Totally stable
control is achieved under wide variety of operating condition and
uncertainties without any model information.

Index Terms—Passivity controller, passivity observer, stability
guaranteed control, time-domain passivity.

I. INTRODUCTION

ONE of the classic problems in control theory is how to
increase performance while guaranteeing stability under

any operating condition and uncertainties. Toward this end, nu-
merous advanced efforts have been undertaken. Basically two
underlying philosophies have been pursued [1]: fixed control
philosophy [9], [13], [14], [31], [36], and adaptive control phi-
losophy [21], [27].

Even though these two approaches have succeeded in var-
ious of applications, the critical drawback is that these are all
model-based approaches requiring the system parameters or at
the very least the dynamic structure information. However, most
application systems are uncertain to some degree and it is usu-
ally difficult to obtain the exact dynamic parameters and struc-
ture information.

One fruitful approach is the use of the idea of passivity to
guarantee stable operation without exact knowledge of model
information. The concept of passivity has traditionally been
used to characterize the stability of a given system, and has
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been applied for designing stabilizing controllers [8]. The
philosophy has its roots in classical mechanics [3], [11], and
was introduced in control theory in a seminal paper by [30].
This idea has been extended to the motion control tasks of
robots due to its passivity property [22]. Also, for adaptive con-
trol of robots, the passivity-based approach has been studied
extensively [4], [15], [17], [27]. This has led to numerous
extensions to other robot control [5], [28], [33] induction motor
control [10], [19], [20], power electronics [26], and many other
applications.

However, the major problem of this passivity approach for de-
signing a stability guaranteed controller is that it is over-conser-
vative since its closed-loop performance depends on the knowl-
edge of model parameters, whose values are needed in order to
find the added damping value. Thus, in many cases performance
can be poor if a fixed damping value is used to guarantee pas-
sivity under all operating conditions [2], [18], [19]. The virtual
absorber approach of [6], similarly, dissipates much more en-
ergy than the minimum required for the time domain definition
of passivity.

Recently, a totally different passivity based approach has
been proposed by Hannaford and Ryu [12] that injects variable
damping without any knowledge of model information to
reduce conservatism. They proposed a passivity observer (PO)
and a passivity controller (PC) to insure stable contact under
a wide variety of operating conditions. This approach has
been successfully implemented to haptic interfaces [12] and
teleoperation systems [24].

In this paper, we extend the time-domain passivity approach
for large classes of control systems. A general framework for ap-
plying the PO/PC to large classes of control systems is proposed,
and the detailed design procedure is introduced with motion
control systems. The proposed idea is tested with single-link
flexible manipulator simulation.

II. REVIEW OF THE TIME DOMAIN PASSIVITY CONTROL

A. One-Port Network

In this section, we briefly review time-domain passivity con-
trol. First, we define the sign convention for all forces and ve-
locities so that their product is positive when power enters the
system port (Fig. 1). Also, the system is assumed to have initial
stored energy at . The following widely known
definition of passivity is used.

Definition 1: The one-port network, , with initial energy
storage is passive if and only if

(1)
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Fig. 1. One-port network.

for forces ( ) and velocities ( ). Equation (1) states that the en-
ergy supplied to a passive network must be greater than negative

for all time [32], [34].
The conjugate variables that define power flow in such a

system are discrete-time values, and the analysis is confined to
systems having a sampling rate substantially faster than the dy-
namics of the system. We assumed that there is no change in
force and velocity during one sample time. Thus, we can easily
“instrument” one or more blocks in the system with the fol-
lowing PO for a one-port network to check the passivity (1):

(2)

where is the sampling period. If for every ,
this means the system dissipates energy. If there is an instance
when , this means the system generates energy
and the amount of generated energy is . Recently,
other research has allowed this constant force and velocity as-
sumption to be relaxed [25], [29],

Consider a one-port system which may be active. Depending
on operating conditions and the specifics of the one-port ele-
ment’s dynamics, the PO may or may not be negative at a partic-
ular time. However, if it is negative at any time, we know that the
one-port may then be contributing to instability. Moreover, we
know the exact amount of energy generated and we can design
a time-varying element to dissipate only the required amount
of energy. We call this element a PC. The PC takes the form
of a dissipative element in a series or parallel configuration de-
pending on the input causality [12].

B. Two-Port Network

Similar to the one-port case, the PO can be designed for a
two-port network (Fig. 2)

(3)
However, unlike in the one-port case, there are two gateways
through which the generated energy flows out. Theoretically,
the two-port network can be made passive by placing the PC
at either port. However, there might be some instance where
the two-port network generates energy ( ), even
though the input signal (velocity for impedance causality and
force for admittance causality) of a port where the PC is placed
is zero. Consequently, another PC should be placed at the other
port.

In addition, we have to consider how to activate the PC at
each port to make the two-port passive. Mathematically, there
are two ways to make the two-port network passive (the total
sum of energy is greater than zero). The first way is to make the

Fig. 2. Two-port network.

Fig. 3. Traditional view of large classes of control systems.

produced energy less than the absorbed energy. The other way is
to make the absorbed energy greater than the produced energy.
However, it is more feasible way to make the produced energy
less than the absorbed energy by monitoring the conjugate signal
pair ( and ) of each port in real time, when the two-port
network becomes active.

Please see [12], [24], and [25] for more detail about time-
domain passivity control approach.

III. NETWORK REPRESENTATION

Since the PO/PC approach was based on energy monitoring
method, it is required to express a large classes of control sys-
tems in network point of view with energy flows for PO/PC ap-
plication. In this section, we introduce the method to express the
large classes of control systems in network model with energy
flows.

From a traditional control point of view, a large class of con-
trol systems may be represented as in Fig. 3 and are composed of
a trajectory generator, a real-time controller (software), a trans-
ducer (sensors and actuators), and a plant. The high-level tra-
jectory generator plans movement tasks, and gives a command
to the low-level real-time controller, which consists of a con-
trol law. The controller operates the plant, which is composed
of a system hardware structure and an environment through the
transducer that is composed of sensors and actuators.

The traditional control system view(Fig. 3) can be analyzed
in terms of energy flow by representing it in a network point of
view. Energy here is defined as the integral of the inner product
between the conjugate input and output, which may or may not
correspond to a physical energy. First, we partition the block dia-
gram into three elements, the trajectory generator (consisting of
the trajectory generator), the control element (consisting of the
controller, actuator, and sensors) and the plant (consisting of the
plant). The connection between the controller element and the
plant is a physical interface at which, suitable conjugate vari-
ables define the physical energy flow between controller and
plant. The connection between trajectory generator and con-
troller, which traditionally consists of a one-way command in-
formation flow, is modified by the addition of a virtual feedback
of the conjugate variable. For a motion control system, the tra-
jectory generator output would be a desired velocity ( ) , and
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Fig. 4. Network view of a motion control system.

Fig. 5. Physical analogy of a motion control system.

the virtual feedback would be equal to the controller output ( )
(Fig. 4).

A. Motion Control Systems

To show that the above consideration is generally possible
for motion control systems, we physically interpret these energy
flows. We consider a general tracking control system with a po-
sition PID and feedforward controller for moving a mass ( )
on the floor with a desired velocity ( ). The control system can
be described by a physical analogy with Fig. 5. The position PD
controller is physically equivalent to a virtual spring and damper
whose reference position is moving with a desired velocity. In
addition, integral controller ( ) and the feedforward controller
( ) can be regarded as internal force sources. Since the mass
and the reference position are connected with the virtual spring
and damper, we can obtain the desired motion of the mass by
moving the reference position with the desired velocity. The im-
portant point is that if we want to move the reference position
with the desired velocity, force is required. This force is deter-
mined by the impedance of the controller and the plant. Physi-
cally this force is equivalent to the controller (PID and feedfor-
ward) output ( ). As a result, the conjugate pair ( and ) sim-
ulates the flow of virtual input energy from the trajectory gener-
ator, and the conjugate pair ( and ) simulates the flow of real
output energy to the plant. Through the above physical interpre-
tation, we can construct a network model for general tracking
control systems (Fig. 4), and this network model is equivalently
described with Fig. 6 whose trajectory generator is a current (or
velocity) source with electrical–mechanical analogy. Note that
electrical–mechanical analog networks enforce equivalent rela-
tionships between effort and flow. For the mechanical systems,
forces replace voltages in representing effort, while velocities
representing currents in representing flow.

B. Generalization

For other kinds of control systems, if each trajectory gener-
ator can equivalently be described as an electric circuit with a

Fig. 6. Equivalent network view of a motion control system for circuit
analysis.

Fig. 7. Network model of trajectory generators.

port (like Fig. 6) by adding feedback of the conjugate variable
to the trajectory generator, we can contruct a network model.
To show the generality of the network expression, we repre-
sent the trajectory generator of five types of controllers as elec-
tric circuits with a conjugate pair. Fig. 7(a) shows the trajectory
generator of a regulator. The trajectory generator can be repre-
sented as an open circuit that gives zero velocity ( ). For
a tracking controller, as mentioned already in Fig. 6, the tra-
jectory generator is equivalent to a current (or velocity) source
[Fig. 7(b)]. The trajectory generator of an impedance/admit-
tance controller can be represented as a circuit with a current (or
velocity) source and a parallel impedance element [Fig. 7(c)].
The desired velocity is modified to have desired impedance/ad-
mittance by the parallel impedance model. The trajectory gen-
erator of a force controller is equivalent to a voltage (or force)
source [Fig. 7(d)]. For the case of human supervisory control
where the human is involved in the control loop (such as haptic
and teleoperation), the trajectory generator is dependent on the
human and this system can be regarded as a circuit with a voltage
(or force) source and series impedance that indicates the biome-
chanics of the human [Fig. 7(e)]. Note that the feedback conju-
gate variable from the controller does not imply that the trajec-
tory generator actually uses the information. Of the five forms
of control shown above, only impedance/admittance and human
supervisory control modify the conjugate variable (command)
in response to feedback. In all cases, however, we can construct
a conjugate pair to express the flow of virtual energy, and use it
as a bookkeeping device to keep track of it.

Considering the controller element of Fig. 7, we can define
two important quantities, the “virtual input energy” and the “real
output energy” of the controller. This can be made possible by
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Fig. 8. Equivalent two electric network circuits with large classes of control
systems.

adding a virtual port at input side of the controller. The “virtual
input energy” is defined as the integral of the inner product be-
tween the trajectory generator output and its conjugate variable
( and for motion control systems), which is fed back from
the controller. This virtual input energy is generated to give a
command to the controller, and the controller transmits the input
energy to the plant through the transducer in the form of real
physical energy. We define the energy that is physically trans-
ferred to the plant as the “real output energy.”

The important result in defining the “virtual input energy” is
to move the source of energy from the controller to the trajectory
generator. Thus, it becomes possible to represent the controller
as a two-port, which characterizes the exchange of energy be-
tween the trajectory generator and the plant. As a result, this def-
inition allows useful tools in network theory such as passivity to
be used to study stability. The following section addresses this
in detail.

IV. STABILITY CONDITION

Based on the network model in the above Section, large
classes of control systems can be represented as two electric
network circuits with either current source or effort source
(Fig. 8). The current source trajectory generator represents the
traditional motion control system ( ) or impedance/ad-
mittance control system ( ). The effort source represents
the command to a force control system ( ) or the human
supervisory control system ( ).

From the circuit representation (Fig. 8), we find that the vir-
tual input energy from the trajectory generator depends on the
impedance of the connected network. If the connected network
(controller and plant) with the trajectory generator is passive,
the control system can remain passive [8] since the trajectory
generator creates just the amount of energy necessary to make
up for the energy losses of the connected passive network. This
is just like a normal electric circuit. Thus, we have to make the

connected network passive to guarantee the stability of the con-
trol system since passivity is a sufficient condition for stability.

In addition, the plant is uncertain and has a wide variation
range of impedance or admittance (from zero to infinite). Thus,
the controller two-port should be passive to guarantee stability
with any passive plant. At this point, the two-port approach,
which has been introduced in [24] to ensure stable teleoperation,
can be applied to make the controller two-port passive.

We can also draw the same conclusion based on the method
that has been used in the teleoperation area [2], [35]. If we as-
sume that the trajectory generator and the plant are passive, the
controller itself must be passive to meet the sufficient condi-
tion for passivity. Strictly speaking, however, the trajectory gen-
erator is not passive because it has a force/velocity source as
the power source. Colgate and Hogan [7] noted that even if the
system has an active term, system stability is guaranteed unless
the active term is in some way state dependent. Obviously, the
trajectory generator is passive when or . There-
fore, we can make the following assumption, “the trajectory
generator input or is independent of the state of the con-
troller and plant. In other words, the trajectory generator does
not generate or that will cause the system to be unstable.”
The above assumption seems tricky in a sense, but it is neces-
sary to ensure system stability by passivity.

V. PROBLEM FORMULATION FOR MOTION CONTROL SYSTEMS

In this section, we present the detailed design procedure of
the PO/PC approach for a motion control system. First, for de-
signing the PO, it is necessary to check the real-time availability
of the conjugate variables at each port of the controller (Fig. 4).
The conjugate variables at the controller output port are usually
available since the output velocity ( ) is measured and the con-
troller output ( ) is same as the real-time calculated output ( ).
Furthermore, the conjugate variables are generally available for
the controller input port since the desired velocity ( ) is given,
and the same controller output ( ) is used. In addition to the
real-time availability, the conjugate output (which depends on
causality) should be changed to a desired value in real-time for
implementing the PC. For the motion control systems (Fig. 4),
we can modify the conjugate output ( ) at the controller output
port in real-time by modifying the calculated output ( ). Thus,
the PO is designed as

(4)

However, there might be some cases in which these conjugate
variables are not available or modifiable. In such cases, we can
use extra sensors for measuring the conjugate variables or ex-
clude passive subsystems until constructing an accessible pair
of conjugate variables without ruining the overall passivity [24].

After designing the PO, the causality of each port of the con-
troller should be determined in order to choose the type of PC
for implementation. In a motion control system, the output of
the trajectory generator is the desired velocity ( ) of the point
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Fig. 9. Configuraton of PC for a motion control systems.

Fig. 10. Physical analogy of a motion control system with initial position error
(dashed figure is a equilibrium posture).

of interest, and the controller output ( ) is feedback to the tra-
jectory generator. Thus, the port that is connected with the tra-
jectory generator has impedance causality. Also, the other port
of the real-time controller usually has impedance causality be-
cause many motion controlled physical plants have admittance
causality [force input ( ) and velocity output ( )]. Thus, two
series PCs have to be placed at each port to guarantee the pas-
sivity of the controller (Fig. 9).

In Section II, the initial stored energy of the network was used
for designing the PC. It is necessary to clarify the value of the
initial energy storage of the controller. From Fig. 5, assuming
that the spring is initially deformed from the equilibrium
position, the motion control system can then be described by
a physical analogy with Fig. 10. For a regulation problem, the
error between the equilibrium position and the initial position
of the plant can be considered as the initial position error of
the controller. From a physical point of view, in this configu-
ration, the only energy storage element in the controller is the
“spring.” The damper is dissipating energy, and the integral and
feedforward controller is neither an energy storage nor a dissi-
pation element but only an effort source. Thus, only the position
P controller has initial energy storage at the starting time given
by the following:

(5)

where is a proportional gain and is the position error at
the starting time.

For a SISO control system, it is straightforward to construct
conjugate pairs for simulating virtual input and real output en-
ergy. However, for a case where there are multiple outputs that
we use for generating one control input, such as in a SIMO or
MIMO control system, it is important to know which velocity
output is used for simulating energy output to the plant. In this
case, the velocity output ( ) should be the velocity at the actu-
ating position due to the important physical fact that the phys-
ical energy only flows into the plant through the place where the
actuator is placed. Thus, if it is possible, and it generally is, to
use the velocity information of the actuating position, we can
always calculate the physical energy flow into the plant.

Fig. 11. Single link flexible manipulator.

VI. NUMERICAL SIMULATIONS

Many researchers have used a flexible manipulator for testing
newly developed control methods due to its significant control
challenges. In this section, the proposed stability guaranteed
control scheme is tested for feasibility with a simulated flex-
ible link manipulator.

The experimentally verified single link flexible manipulator
model [16] is employed in this paper. A single link flexible ma-
nipulator having a planar motion is detailed in Fig. 11. The
rotational inertia of the servo motor, the tachometer, and the
clamping hub are modeled as a single hub inertia . The pay-
load is modeled as an end mass and a rotational inertia .
The joint friction is included in the damping matrix. The system
parameters in Fig. 11 are given in Table I. The closed-form dy-
namic equation is derived using the assumed mode method. For
the system dynamic model, the flexible mode is modeled up to
the third mode, that is, an eighth-order system is considered.

A. Regulation Problem With a Large Payload Variation and
Parameter Uncertainties

In this simulation, we applied the proposed approach to guar-
antee the stability for the regulation of a flexible manipulator
that has model uncertainties and large payload variations. The
control task is to regulate the tip position from the zero initial
state to the desired point (0.1 m) with a nominal LQ regulator
that has been designed with the following weighting matrices,

, .
In the first simulation, the regulation problem is simulated

to challenge the robustness of the designed LQ regulator. The
tip mass and tip rotational inertia were perturbed by ,
and the damping and stiffness matrices of the link were per-
turbed by and from the nominal values, respec-
tively. The virtual input energy is zero (since this is a regu-
lating problem), and the hub angular velocity is used (see Sec-
tion V) for calculating the real output energy by making the
conjugate pair with joint torque. Using (5), the initial energy
storage ( ) is calculated. With the perturbed pa-
rameters, control is unstable, tip position and control input have
oscillation which increases with time [Fig. 12(a) and (b)]; the
PO [Fig. 12(c)] was initially greater than the negative value of
the initial stored energy, but grew to increasingly more negative
values.

In the second simulation, with the PC turned on, the same reg-
ulation problem as Fig. 12 is simulated. Even though the con-
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TABLE I
PHYSICAL PROPERTIES OF A SINGLE-LINK FLEXIBLE MANIPULATOR

Fig. 12. Regulation without the PC and with perturbation.

troller is highly active, the PC can make the transmitted energy
remain below the initial stored energy [Fig. 13(c)]. The oscilla-
tion is removed and tip position converges to the desired value
[Fig. 13(a)]. During the rise time, the PC is activated only for
several short periods when the PC input is required [Fig. 13(d)].
That means the PC input modifies the nominal LQ regulator as
minimally as possible [Fig. 13(b)].

B. Comparison With Conventional Robust Controllers

In the next simulation, we compare the proposed approach
with the conventional robust control approach for showing the
lesser conservativeness of the proposed approach. In conven-
tional robust controller design methods, since these controllers
are designed with consideration of the overall uncertainty varia-
tion, the resulting controller gains are very high. Thus, the con-
trol performance used to be poor and in some cases these con-
troller gains cannot be applied in practice due to the actuator
limits and noise magnifying problems.

Since we use a nominal LQ regulator in the above section,
we use a conventional robust LQ regulator that uses structure

Fig. 13. Regulation with the PC and perturbation.

information of the uncertainties and a polytopic robust LQ reg-
ulator [23] that has been considered less conservative than the
conventional robust LQ regulator for comparison. For the same
system with the above simulation, the conventional robust LQ
regulator can guarantee , and the polytopic robust LQ reg-
ulator guarantees inertia perturbation from the nominal
value in the presence of stiffness and damping
perturbation [23]. However, these robust controllers show very
poor control performance. Fig. 14 shows the control result of
the polytopic LQ regulator (designed for inertia pertur-
bation) with the same conditions as those in Fig. 13. The re-
sponse is very slow [Fig. 14(a)], and the controller requires up
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Fig. 14. Conventional robust control (polytopic robust LQ regulator).

to 50 Nm of control input compared with only 1.5 Nm in the
proposed approach.

On the other hand, the PO/PC approach minimally degrades
the performance even though this extends the allowable amount
of perturbation significantly. Theoretically, there is no limitation
if the perturbation is physically allowable (for example, mass
cannot be negative). We compare the performance of our ap-
proach with the nominal LQ control (Fig. 15). When there are
no parameter perturbations, the control with the nominal LQ
and the PC is same as the nominal LQ without the PC. When
there are parameter perturbations (same amount with Fig. 13),
the control performance with PC was similar. Notice that the
nominal LQ regulator shows the best performance when there
are no parameter perturbations. The important point in our ap-
proach is that the PC is only activated when it is required and
during the other periods the control is equivalent to the nominal
LQ regulator [Fig. 15(b)].

C. Velocity Noise Problem

The need for velocity information shows one drawback of
this approach. Although control systems are generally equipped
with high-precision sensors for position measurement, velocity
measurements are often contaminated with a considerable
amount of noise due to quantization effect. The same regulation
problem as Fig. 13 was simulated considering velocity noise
from quantization at 2 (rad). In this case, the passivity
control input [Fig. 16(d)] had a similar envelope with the
passivity control input of Fig. 13(d), followed by a noise-like
signal during a period of low velocity [Fig. 16(c)]. Thus,

Fig. 15. Comparison of the performance of the PC approach with the nominal
LQ control with and without perturbation. Case of nominal LQ control with
perturbation is unstable (not plotted).

Fig. 16. Regulation with the PC when quantization effect is added.

the performance was slightly degraded [Fig. 16(a) and (b)],
although stable regulation was achieved.
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VII. CONCLUSION AND FUTHER WORKS

The time-domain passivity approach is expanded for large
classes of control systems. The major contribution of the
proposed approach is that the general framework of the
time-domain passivity approach for large classes of control
systems is proposed. Numerical simulations have validated the
efficiency of the theoretical methods. The proposed PO/PC
approach shows significantly increased performance compared
to conventional robust controller while guaranteeing stability.
Totally stable control for large classes of control systems are
expected.

Due to the generality and simplicity of the algorithm, the PO
and PC can both be implemented for guaranteeing stability with
simple software modifications in any kind of existing conven-
tional control scheme.

As a further work, we intend to study ways of removing the
noise behavior of the PC during low values of velocity.
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